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ABSTRACT

Electrochemical systems possess a considerable part of modern technologies, such as the operation of rechargeable batteries and the fabri-
cation of electronic components, which are explored both experimentally and computationally. The largest gap between the experimental
observations and atomic-level simulations is their orders-of-magnitude scale difference. While the largest computationally affordable scale of
the atomic-level computations is >ns and >nm, the smallest reachable scale in the typical experiments, using very high-precision devices, is
>s and >¾m. In order to close this gap and correlate the studies in the two scales, we establish an equivalent simulation setup for the given
general experiment, which excludes the microstructure effects (i.e., solid–electrolyte interface), using the coarse-grained framework. The
developed equivalent paradigm constitutes the adjusted values for the equivalent length scale (i.e., lEQ), diffusivity (i.e., DEQ), and voltage (i.e.,
VEQ). The time scale for the formation and relaxation of the concentration gradients in the vicinity of the electrode matches for both smaller
scale (i.e., atomistic) equivalent simulations and the larger scale (i.e., continuum) experiments and could be utilized for exploring the cluster-
level inter-ionic events that occur during the extended time periods. The developed model could offer insights for forecasting experiment
dynamics and estimating the transition period to the steady-state regime of operation.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0208367

I. INTRODUCTION

Electrochemical systems have allured interest in the modern
era.1 As a result, their intrinsic versatility allows delving into a
widespread domain ranging from traditional electroplating2 to nan-
otechnology3 and energy storage devices,4,5 such as rechargeable
batteries.6 With the beginning of the Fourth Industrial Revolution,
durable and adaptable finished metals7 have been demanded from
the larger-scale applications of machinery, automobile industry, and
aerospace to the smaller-scale applications of jewelry and deco-
ration.8 In modern applications, electrodeposition plays a central
role in the semiconductor industry,9,10 and sophisticated micro-
/nanofabrication techniques are employed to electrodeposit copper
interconnects.11–13

As an electrochemical phenomenon, electrodeposition has
been widely explored14 and utilized for coating in applications such

as corrosion resistance15 and mechanical stability.16,17 As a partic-
ular example in rechargeable batteries, the uncontrollable dendritic
evolution of the electrodeposited crystals may cause short circuit,
thermal runaway, and damage to the cell,18–20 and several funda-
mental studies have explored their morphology by conventional21–24

and advanced methods.25–27

Most of the developed models have been derived in the larger
continuum scale (>¾m) and describe the physical properties of the
growing front.28–30 Earliermodels have focused on the establishment
of the space-charge zone,31,32 which describes the existence of the
true potential difference within a very small anion-free layer near
the electrode surface and leaves the bulk electro-neutral. Later stud-
ies have focused on diffusion limited aggregation (DLA)33,34 and
analyzed the mechanism for the formation of tree-like structures.35

Nonetheless, as a common feature among all experimental and
continuum-level modeling investigations, they are unable to focus
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below certain micrometers (>¾m).36–38 Hence, comprehending the
respective mechanisms from the atomistic point of view, which
mainly occurs at the angstrom scale (>Å) below the microscopic
range, remains elusive.

Meanwhile, the atomistic models play a notable role in explor-
ing the behavior of the electrochemical interface below the exper-
imental scales. In particular, the kinetic Monte Carlo (KMC)39–43

and Molecular Dynamics (MD) simulations44,45 have shed light on
the mechanisms of development of growing structures and metal
stripping.46,47 In this regard, the role of temperature has been
addressed48 and the mechanistic origins of the lithium filaments
have been predicted.49 However, crossing beyond certain nanome-
ters (>nm) and beyond few lattices is computationally unaffordable.
Hence, the reach of atomistic simulations will not match the exper-
imentally observable and measurable spectrum, and the remaining
gap is in few orders of magnitude. Therefore, the question whether
the experimental events can be directly mapped with the simula-
tion results in parallel remains unanswered. The answer could be
the design of a miniaturized space that performs in a similar fashion
as that of the experimental situation following the physics associated
with it.

In order to utilize the larger-scale (>¾m) experiments and
the smaller-scale atomistic simulation (>nm) concurrently, in this
paper, we have established an equivalent simulation paradigm in
the smaller scale for the given electrochemical experiment of the
larger scale, by adjusting the effective parameters for the diffusion
(i.e., DEQ), electromigration (i.e., VEQ), and the determined sim-
ulation domain scale (i.e., lEQ). Such equivalency is attained by
equating transition dynamics for both the formation and relax-
ation of the deterministic electrochemical layers. The obtained
simulation framework could particularly be useful for investigating
inter-atomic events during the transition.

II. METHODOLOGY

The typical scales of atomistic simulations are, in fact, far
smaller than those of experiments, both in time (>ns vs >s) and in
space (>nm vs >¾m −mm), as illustrated in Fig. 1. Therefore, the
conventional computational power is unable to explore the exper-
imental range. Hence, in order to compare the dynamics of the
simulations with the experiments, there could be an equivalent sim-
ulation space where the reduced system behaves similar to the larger
scale domain. In order to develop an equivalent simulation paradigm
that is comparable with the experiments, one needs to scale down
the effective experimental values. In this regard, the deterministic
factors in the electrochemical dynamics are diffusion and electro-
migration, neglecting external effects such as convection, and while
the former is controlled by the diffusivity D, the latter is ruled by
the applied voltage V (i.e., assuming the potentiostatic condition).
Hence, we explore the transient electrochemical event, which con-
sists of the formation and relaxation of the concentration gradients
during the turn on/off of the voltage/current via adjusting the effec-
tive parameters, which include the equivalent domain scale lEQ, the
equivalent diffusivity DEQ, and the equivalent applied voltage VEQ.

The generic formation/relaxation dynamics could be obtained
by solving the triple non-linear equations for the cationic Cc, the
anionic Ca, and the voltage V ,28,31 and during the steady-state

FIG. 1. Comparison between the larger experimental scale on the left with the
scale l0, diffusivity D0, and performing voltage V0, with a smaller simulation scale
on the right with respective equivalent values of lEQ, DEQ, VEQ.

condition, the entire electrochemical domain forms two distinct
regions of gradient and constant zones. The nature of the gradient
zone spans from predominantly electrical (i.e., smaller) to physical
(i.e., larger) and is illustrated in Fig. 2. Several propositions have
beenmade each layer, which are listed in Table I with their respective
typical scales. From the atomistic perspective, the smallest formed
layer is the Helmholtz layer (IHP,OHP),50 composed of the inner
and outer compartments that are formed by the attraction of charge
carriers to the surface, followed by the diffuse charge region, which
was introduced by the Gouy–Chapman model for dilute solutions(<0.001M).54 Later on, the Stern-layer ½D was established by com-
bining both of them,55,56 which was extended by converting the
Debye–Hückel theory from a point charge to a flat electrode surface
configuration. Larger scale boundary layers (such as space charge xI)
could also form by means of mass transport, where the wave of
deficiency of the concentration could travel inside the cell domain.
However, if the given time for their establishment/destruction is
not sufficient (i.e., such as pulse electrolysis) to converge the bulk
value, they will form double diffusion layers (¶P, ¶s), where one is
most sensitive to the applied voltage (i.e., electromigration), while
the other is more steady and narrating the mass transfer effect (i.e.,
diffusion).53,57 The underlying reason is that the dynamics of the
smaller electrical layers (> atomistic) occurs faster than that of the
larger physical layers (> continuum) as

(∂C
∂t
)
Atomistic

k (∂C
∂t
)
Continuum

⇒ ÄAtomistic j ÄContinuum, (1)

where ÄAtomistic and ÄContinuum are the characteristic times in the
atomic and continuum scales, respectively. Thus, by the time the
concentration boundary layer is formed, the electrical double lay-
ers (EDLs) are already in place, and during the transition in the
larger scale to the steady state regime, the smaller scale transition
has already concluded.

A. Equivalent number of ions NEQ

Ideally, the equivalent simulation paradigm for the given exper-
iment could have identical segregation (i.e., spatial density) of the
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FIG. 2. Electrochemical layers formed during operation. BL: boundary layer, DL:
double layer, ¶: diffusion layer, ½D: Debye length, l: cell scale, and Cc , Ca: cationic
and anionic concentrations. The continuum-level length and time scales are in
the range of ∼¾m − mm and ∼hrs − days, respectively, and the atomic-level
counterparts are in ∼nm and ∼fs− ∼ns, respectively.

TABLE I. Electrochemical scales.

Name Acronym References Scale (m) Type

Inn. Helmholtz IHP 50 >10−10

AtomisticOut. Helmholtz OHP 51 >10−10

Debye length ½D 52 >10−9

⋮ ⋮ ⋮ ⋮ ⋮

Space-charge xI 31 >10−6m

ContinuumInn. bound. ¶p 53 >10−5m
Out. bound. ¶s 53 >10−4m
Cell scale l0 39 >10−3m

ions. Hence, for the three-dimensional experiments of the scale l0
containing n moles (leading to an experimental concentration of
C0 =

n
l30
) and the two-dimensional equivalent simulations of the

scale lEQ with NEQ number of ions, the respective relationship by
dimensional analysis would be:

NEQ > l
2
EQ(nNA

l30
)

2
3

, (2)

where NA is the Avogadro’s constant. (NA = 6 × 1023 atom
mole ). In fact,

the above equation ensures similar concentrations between experi-
ments and simulations (i.e., C0 ≈ CEQ), which is the measure of their
inter-ionic gap.

FIG. 3. Formation/relaxation of the concentration gradient ∇C (i.e., green) upon
imposing the pulse/rest voltage V (i.e., orange/cyan).

B. Equivalent scale lEQ

Upon applying the voltage/current (potentiostatic/
galvanostatic), the electrolytic ions are driven toward the elec-
trode surface. In this regard, if the rate of the reduction reaction
(i.e., consumption out) is higher than the supply rate (i.e., diffusion
in), it leads to a charge deficiency and forms a concentration
gradient (Fig. 3).

The steady-state form of the concentration profile depends
on the applied voltage V0 and diffusivity D0 of the medium. For
a low-enough diffusivity (D0↓) and high-enough applied poten-
tial (V0↑), the concentration wave can penetrate into the entire
domain l0 (i.e., continuum). In contrast, for a high-enough dif-
fusivity value (D0↑) and low-enough applied potential (V0↓), the
concentration profile remains merely intact and converges to the
ambient value in a very thin layer (i.e., atomic scale) in the vicinity
of the electrode. Hence, the effective length scale lEQ of the sim-
ulation domain could be assigned in between the smaller zone of
variation in the voltage V and the larger zone of variation in the
concentration C.

Based on the proposed scales for the layers in Table I, an
intermediate candidate could be selected as the space-charge zone,
where the voltage profile in the vicinity of the electrode surface is
expressed as31

V = V0 + �V(1 − (1 − x

xI
) 3

2 ), (3)

where V0 is the electrode voltage, �V is the inter-electrode potential
difference, x is the distance from the electrode surface, and xI is the
thickness of the space charge region obtained as31

xI = ( 9ϵϵ0l0V2
0

16kBTC0

zcza

zc + za
)

1
3

, (4)

where ϵ and ϵ0 are the relative permittivity of the electrolyte and vac-
uum permittivity, respectively; l0 is the inter-electrode gap; V0 is the
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FIG. 4. Approximation for the effective scale of variation in the electric potential
in the presence of the applied voltage V . The color intensity is proportional to the
ionic concentration.

applied potential; kB and T are the Boltzmann constant and the tem-
perature, respectively; C0 is the concentration of the electrolyte; and
zc and za are the valence number of the anions and cations, respec-
tively. The electric field E on the surface of the electrode can be
obtained as

E >
∂V

∂x
∣x=0 = �V

2
3xI

, (5)

which signifies the effective length of 2
3xI for the entire voltage

difference of �V and is visualized in Fig. 4.
Regarding the largest possible scale, the concentration profile

could be extended to the entire cell l0 in the case of fast depletion
and lower diffusion. Hence, the range of variations for the equivalent
scale lEQ is expressed as

2
3
xI f lEQ f l0. (6)

Having such a large range to choose from, the space-charge
region has been selected in this study as the smallest effective scale in
the continuum scale, which contains a confluence of the variations
in both voltage V and concentration C,

lEQ :> xI , (7)

and the voltage across the equivalent experiments and the equivalent
scheme remains similar, as

VEQ :> V0. (8)

C. Equivalent diffusivity DEQ

The transition time scale for the medium of diffusivity D and

scale l is in the order of > l
2

D
. Hence, in order to match the dynamics

of the scales, the diffusivity DEQ in the equivalent scheme has been
scaled down proportionally as

DEQ :> ( lEQ
l0
)2D0, (9)

which leads to DEQ j D0 and ensures that for a computationally
affordable equivalent simulation time interval ¶tEQ, a considerable
number of the ions remain inside the simulation domain and only
part of them exit the boundary, which are treated by means of a
periodic boundary condition.

D. Equivalent time segmentation ¶tEQ

Regarding the time segmentation ¶tEQ, one could break down
the displacements of the ions further into diffusion (i.e., D) and
electromigration terms (i.e., E). In this regard, the coarse scale
model in time has been exploited, where the electrochemical move-
ment of the ions is the cooperative sum of the diffusion-driven and
electromigration-driven displacements.

Diffusion-wise, the ions tend to collide and repel each other
during the random walks (i.e., Brownian motion) at a given coarse
time interval ¶t, and the diffusional front progress ¶rD would be

¶rD =
√
2D¶tĝ, (10)

whereD is the diffusivity of the ions in the electrolytic solution and ĝ
is a random unit vector, implying the Brownian motion. In fact, the
expression

√
2D¶t explains the mean square displacement (MSD) of

the diffusive front, attained directly by solving the classical diffusion
equation.58

Regarding the electromigration, the charge carriers exposed
to an external electric field E initially accelerate and quickly reach
a constant drift velocity of ¾E. Hence, their electromigration
displacement ¶rM in the given time interval ¶t is obtained as

¶rM = ¾E¶t, (11)

where ¾ is the mobility of the ionic species within the elec-
trolyte. Therefore, the total ionic displacement ¶r is the sum of the
aforementioned factors as shown in the following:

¶r = ¶rD + ¶rM. (12)

Due to the unidirectional effect of the electric field, the ions
will gradually migrate from one electrode side (i.e., V+) and accu-
mulate in the vicinity of the other (i.e., V−), while the diffusion
tends to uniformize the distribution. The efficacy of the ionic trans-
port depends on the competitiveness of the electromigration term
over the diffusion term. As an example, a dense electrolyte (D↓)
with a high applied voltage (V↑) will have a dominant electromi-
gration, while a dilute electrolyte (D↑) with a lower applied voltage(V↓) will have a significant diffusional effect. Herein, we assume
the latter, with the electromigration competitiveness with 10% of
the diffusional term. Noting the Einstein correlation of mobility
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and diffusivity (¾ = DEQe
kBT
) and the average electric field E ≈

VEQ

lEQ
,

one gets

DEQe

kBT

VEQ

lEQ
¶tEQ >> 0.1

√
2DEQ¶tEQ, (13)

which provides the lower limit for the simulation time segmentation
¶tEQ. On the other hand, during each movement, a significant frac-
tion of the ions should remain inside the domain and not exit the
boundaries frequently {¶rD, ¶rM} > lEQ, which means

{√2DEQ¶tEQ,
DEQe

kBT
E¶tEQ} > lEQ, (14)

and this provides the upper boundary for the simulation time seg-
mentation ¶tEQ. Therefore, the range of suitable simulation time is
obtained as

>
0.02
DEQ
( lEQ

VEQ

kBT

e
)2 < ¶tEQ <> min{ l2EQ

2DEQ
,
lEQkBT

DEQEe
}. (15)

To summarize, we have redefined the experimental parameters(l0,D0,V0,C0, ¶t0) to get the equivalent values (lEQ,DEQ, VEQ, CEQ,
and ¶tEQ) to be used in the equivalent simulation paradigm. The
new equivalent paradigm possesses identical chronological behav-
ior for the formation/relaxation of the concentration gradient when
the voltage/current is turned on/off.

III. EXPERIMENTAL OBSERVATION

In order to observe the concentration gradient upon apply-
ing voltage and discuss the associated details from a morphological
perspective, the colorimetric technique has been used, based onHib-
bert and Melrose (1989).59 The experimental design consists of a
5 × 5 cm2 Whatman filter paper (grade 1) substrate, fixed inside a
plastic chamber, with the electrodes, fixed with a tape. The cathode
is a 32 gauge copper wire in the center, with the periphery insu-
lated and the tip in contact with the substrate. The anode is a 28
gauge copper wire bent to a 2 cm diameter ring [Fig. 5(a)]. Ini-
tially, the paper substrate was damped with a 1M copper sulfate
solution to avoid the evaporation loss of the electrolyte solution. The
electrolyte solution was prepared by dissolving 62.4g of copper sul-
fate pentahydrate (CuSO4.5H2O, EMPLURA, 99%) into 250 ml of
deionized water (Milli-Q, 99.8%). As soon as the voltage was applied
(KEITHLEY 2410 1100 V source-meter), the deposition started to
take place at the cathode cross section. Right after the formation of
the microstructure, the paper strip was immersed into 1M sodium
hydroxide to solidify the ionic distribution. The paper strip turned
greenish blue, which is due to the reaction with the NaOH solution
to form copper hydroxide [Cu(OH)2(solid)]. The strip was vacuum-
dried for 15 min to eliminate excess water and was observed under
an optical microscope (LEICA, DM6000M) [Fig. 5(b)]. Due to the
formation of carbonate (dull green) during long exposure to air, the
entire process has terminated by 25 min.

Figure 6 shows the sample of the optical observations (10x),
where the color transitions from light blue to darker turquoise when
moving away from the electrodeposited interface. Upon application
of the voltage, the growing front consumes the nearest available ionic

FIG. 5. (a) The experimental setup (side
view). The electrochemical cell consists
of the copper rod and circular disk
electrodes. The electrodeposits evolve
on the paper substrate damped with
the electrolyte solution (1M CuSO4 in
water). (b) The colorimetry of the con-
centration gradient (top view). Observa-
tion of the concentration gradient in the
electrodepositing interface, where the
light intensity is indicative of the ionic
depletion.

FIG. 6. Observation of the growing
electrodeposits on the paper substrate,
where a color transition is observed mov-
ing from the surface to the bulk. The
lighter color on the surface is corre-
lated with the ionic depletion, forming
the concentration gradient with respect
to the darker color in the bulk. (a) A
sample of the flat electrode/electrolyte
interface. (b) A sample of the rounded
electrode/electrolyte interface.
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species. When the voltage is turned off and the special position of
the Cu2+ ions is locked by converting them to the solid hydroxide
compound, the lack of copper ions near the interface is reflected in
terms of the color transition that appears herein. Figure 6(a) shows
the flat interface after 8 min upon applying 2 V, while Fig. 6(b)
illustrates the curved interface formed after 2 min with a voltage of
3.6 V. The higher light intensity at the interface could be correlated
with the absence of the ionic concentration, while the inside bulk
region remains darker. The scale of the depletion zone is measured
as >400 ¾m and >250 ¾m in these figures, respectively.

A. Fractal exploration

The electrodeposits could grow in fractal form to a certain
extent. The underlying reason in the continuum scale (larger than
>¾m) is that the concentration distribution pattern is governed
by similar relationships governing the diffusive flux and Gauss
relationship (i.e., Laplacian) for their respective voltages. Hence,
any higher/lower scale in the continuum realm could grow simi-
lar morphologies. However, moving into atomistic (less than >¾m)
scales, the Brownian dynamics becomes the main contributor to the
movements. The pattern of formation can become more stochas-
tic, although the stochasticity might still form a similar branching
pattern to a lesser extent. Therefore, the morphology in the con-
tinuum scale might scale down in the fractal form to some extent
(as long as it can be called continuum), and in particular, when
moving to the atomic scale, it might not replicate the larger-scale
geometries.

In order to predict the fractal tendency, we have performed
experiments. The experimental setup is shown in Fig. 7(a), where
two copper wires were utilized as the electrodes and copper sul-
fate solution is used as the electrolyte, and the transparent cuvette
with the electrodes and electrolyte plays the role of the entire
electrochemical cell for real-time visualization of the growing inter-
face, as detailed out in Fig. 7(a). Hence, we have observed the
side view of the wire electrode over which the electrodeposits
accumulate.

FIG. 8. Example of estimating the fractal dimension df based on the box-counting
method, where based on the scale of the fitting boxes r , there is a required number
of boxes N to cover the entire structure. The slope of the plot of log N vs log r

achieves the fractal dimension df (in this figure, df ≈ 1.9).

The grown morphology has shown high dependency on the
solute concentration C0, chemical composition, applied voltage V,
and the experimental time-span t. As an example, the electrolytic
concentration of 1.0M made a denser morphology than its 0.01M
counterpart, with a relatively lower propensity for being fractal in
the observed scale.21

Figure 9 shows four samples of such images, where the first two
images are optical observations and the last two images are acquired
through observations from the electrode surface using an electron
microscope (JEOL, FE-SEM, Model No.: JSM-7800 F).

FIG. 7. Experimental observation. (a) Cell and measurement setup.61 (b) Experimental observation for observing the fractal dimension of the electrodeposits.24
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FIG. 9. Exploring the fractal dimension df for four different scales. (a) l ≈ 1250 ¾m, df ≈ 1.42. (b) l ≈ 420 ¾m, df ≈ 1.41. (c) l ≈ 2.2 ¾m, df ≈ 1.16. (d) l ≈ 0.8 ¾m, df ≈ 1.11.

The captured images are analyzed in the ImageJ software60

to obtain the value of the fractal dimension by the box counting
method.

The fractal dimension df can be estimated through the
following relationship:62

N = ϵ
−df , (16)

whereN is the number of measurement units and ϵ is the scaling fac-
tor.63 In fact, the scaling factor ϵ shows howmuch a part of the fractal
shape (i.e., line) is divided to establish a base for the formation of the
next-level lower fractal shape. As an example, ϵ = 1

3 for the devel-
opment of the Koch Snowflake.64 For image processing purposes,
the Minkowski–Bouligand dimension has been used as a method for
estimating the fractal dimension.65,66 Such a method works based on
box-counting, which relies on the number of boxes N with the box
scale r that are required to cover the entire image set.67 Such box-
counting methods have been conceptually proven for estimating the
fractal dimension df during the radial propagation of the dendritic
microstructures by means of diffusion limited aggregation (DLA).68

Hence, plotting log N (N: the number of required boxes that occupy
the structure) vs log (r) (r: box size as a variable), the obtained slope
could be interpreted as the fractal dimension df , as follows:69

df ≈ −
�(log N)
�(log r) . (17)

A sample of estimating the fractal dimension for an image is
shown in Fig. 8, where the image is covered with the various box
sizes r = {2, 3, 4, 8, 12, 64} pixels, the obtained number of boxes to
cover the structure is N = {10 378, 4690, 2715, 730, 337, 15}, and the
estimation for the fractal dimension is df ≈ 1.9.

In addition, the generalized diffusivity D within the medium
of fractal wiring, in three dimensions (i.e., surface fractal), has been
experimentally approximated as70

D ≈ D0d
df −2, (18)

TABLE II. Estimated fractal dimensions.

Figure Optical microscopy (>mm) SEM (>¾m)

Fractal dimension df ≈2.41 ≈2.08

where D0 is the diffusion coefficient of the ideal smooth surface
in the absence of the fractal microstructure and d is the effec-
tive diameter of a diffusing molecule. Noting that exploration of
the fractal dimension is only possible for 2D images via the line
fractal method, the average fractal dimension for the larger scale
optical observation is df ≈ 1.41, and for the smaller scale SEM
observations, it is obtained as df ≈ 1.08. In order to project the
line fractal computation in 2D images into the surface fractal ver-
sion in 3D construction, the number 1 is added to the computed
fractal dimension. Hence, the realistic estimations for the fractal
dimensions df of the microstructures shown in Fig. 9 are shown
in Table II.71

The obtained fractal dimensions from the optical microscopy
(>mm) and scanning electron microscopy (SEM; >¾m) scales indi-
cate that while the dividing pattern in the optical scale occurs with
the rate of d f ,Optical ≈ 1.41, the dividing pattern for the SEM scale
occurs at d f ,SEM ≈ 1.08, which are fairly different by ≈31%. This
suggests that the pattern of fractal dividing does not occur at the
same rate across the entire continuum scale and the fractal propen-
sity of the microstructure across the continuum scale seems to be
small. In addition, in the atomistic scale (> Å), the random Brow-
nian motion can develop a certain fractal propensity. While the
atoms are colliding-repelling, they might replicate a certain set of
collision distances (i.e., mean free path) across different scales fre-
quently. In addition, there are certain common behaviors across
the scales at the atomic level, such as the coefficient of restitution
when bouncing back from a boundary. These analogous behaviors
could generate similar morphologies in those atomic scales and form
fractal microstructures.

In addition, one can notice that since the estimated fractal
dimensions tend to the 2 (df → 2), based on the relationship in
Eq. (18), the fractal tendency is not fairly effective on the diffusiv-
ity (D ≈ D0), and the diffusivityD remains fairly constant across the
continuum scale.

IV. NUMERICAL VERIFICATION

In order to prove the performance of the prescribed small-
scale equivalent system, herein we validate its harmony with the
experiments. In this regard, the formation/relaxation transition in
the concentration gradient of the active ions due to the applica-
tion/removal of voltage between a larger-scale experiment and the
smaller-scale equivalent simulation paradigm has been explored.
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TABLE III. Experimental parameters (left) and the equivalent simulation parameters (right). The electrolyte solution is 1M CuSO4 in deionized water.

Experimental (continuum, >¾m) Simulation (atomistic, >nm)

Parameter Value Unit References Constant Value Unit References

l0 5 mm 24 lEQ 160 nm Equation (4)
V0 71 mV Measured VEQ 71 mV Equation (8)
A 3 × 10−5 m2 Designed NEQ 1.8 × 104 () Equation (2)
C0 1000 molm−3 Designed DEQ 2.4 × 10−19 m2s−1 Equation (9)
i 42 Am−2 Applied nB 24 () Assigned

D0 2.3 × 10−10 m2s−1 72
¶t0 10 ms Assumed
¶tEQ 300 s Equation (15)

TABLE IV. Common constants.

Constant Value Unit References Constant Value Unit References

e 1.6 × 10−19 C 77 kB 1.4 × 10−23 J K−1 77
ϵ 78 () 78 T 298 K 77
zc 2 () For Cu2+ NA 6 × 1023 mol1 77
za 2 () For SO2

4 ϵ0 8.9 × 10−12 Fm−1 77

The experimental values are given in Table III (left), where the cur-
rent density i is applied experimentally vs the voltage measured from
the earlier setup in an electrochemical cell,24 and the corresponding
simulation values are obtained (right) as follows:

● The scale of the smaller-scale variations has been taken in
the order of space-charge region xI as31

xI = ( 9 × 78 × 8.9 × 10−12 × 5 × 10−3 × 0.0712
16 × 1.4 × 10−23 × 298 × 1000 × 6 × 1023

×
4

2 + 2
)1/3

≈ 1.6 × 10−7 m. (19)

● The number of atoms NEQ was obtained by setting the
identical sparsity of the ions [Eq. (2)] as follows:

NEQ ≈ (1000 × 6 × 1023) 2
3
× (1.6 × 10−7)2

≈ 1.8 × 104 Atoms.

● The equivalent diffusivityDEQ in smaller scale lEQ is obtained
by setting the identical transition times [Eq. (9)] as

DEQ ≈ (1.6 × 10−7
5 × 10−3

)2 × 2.3 × 10−10

= 2.4 × 10−19
m2

s
.

The common constants are given in Table IV.

A. Formation of ∇C

When a voltage is applied, the concentration gradients in both
scales start to form due to an abrupt increase in the rate of consump-
tion of the ionic species with a higher outflux compared to the rate
of influx of the ions toward the electrode. The continuum and atom-
istic concentration dynamics have been established using separate
methods, as shown below.

1. Continuum (∼ ¾m)

The concentration C(y, t) varies in both time t and space y
(distance from the electrode). In the absence of convection, the tran-
sition for the cations (+) and anions (−) is governed by diffusion
and migration terms in 1D as31

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

∂C+

∂t
≈ D+

∂
2C+

∂y2
+ z+¾+

∂V

∂y
.
∂C+

∂y
+ z+¾+C+

∂
2V

∂y2
,

∂C−

∂t
≈ D−

∂
2C−

∂y2
− z−¾−

∂V

∂y
.
∂C−

∂y
− z−¾−C−

∂
2V

∂y2
.

For our case of binary solution, one has C = C+
¿+
=

C−
¿−
,73 where

¿+ and ¿− are the number of cations and anions per dissociation of
one molecule of electrolyte. Multiplying by the right coefficients and
summing, one can simplify as follows:

∂C

∂t
= D0

∂
2C

∂y2
, (20)
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whereD0 =
z+¾+D− + z−¾−D+

z+¾+ + z−¾−
is the ambipolar diffusivity.74 In addition,

the mobility ¾ and diffusivity D0 are related by the Einstein relation-
ship as ¾ = D0q

kBT
, and for our case of copper sulfate CuSO4, z+ = z− = 2

and q+ = q− = 2e−. The ambipolar diffusivity D0 is simplified into

D0 =
2D+D−
D+ +D−

.

The end value of ambipolar diffusivity D0 is reported from an
experimental work in the literature (Ref. 72). Denoting C

j
i as the

concentration in the location y(i) and time t( j), we can discretize
Eq. (20) as follows:

C
j+1
i = Q1C

j
i +Q2(C j

i+1 + C
j
i−1), (21)

where Q1 and Q2 are the quotients obtained as follows:

Q1 = 1 −
2D0¶t

¶y2
, Q2 =

D0¶t

¶y2
. (22)

The updated concentration in every next time step t j+1 (i.e.,
C

j+1
i ) should contain the same sign as the value in the time t j (i.e.,

C
j
i ). This gets translated to Q1 > 0 that forms the stability criterion

as follows:75,76

¶t <
dy2

2D0
, (23)

which means that the frequency of the concentration measurements
in time should be large-enough to be able to capture the frequency
of the concentration variations in space.

The initial condition for the bare solution would be

C(0) = C0, (24)

which will reduce upon applying the voltage V since in the electrode
zone, the rate of outflow reaction is greater than the rate of inflow
transport. For the applied current density of i, the respective ionic
flux would be j = i

nF
, and the boundary conditions would be

∂C

∂x
(0, t) = ∂C

∂x
(l0, t) = i

nFD0
. (25)

As the concentration gradient ∇C increases, the inflow mass
transport to the interface becomes more competitive with the out-
flow from the boundaries, and the concentration profiles arrive at
the steady-state condition value CSS. Due to the asymptotic conver-
gence of Eq. (21), the threshold of 99% is assumed to be enough for
the convergence to the steady-state valueCSS in the electrode surface,
as follows:

C0 − C(0, t)
2C0

≈ 99%, (26)

where C(0, t) is the concentration at the electrode/electrolyte inter-
face. The case of full depletion on the electrode surface is considered(CSS ≈ 0).

2. Atomistic (∼ nm)

The equivalent simulations in charging have been run in the
square domain of scale lEQ (0 f x, y < lEQ) with the equivalent num-
ber of atoms (NEQ) and the equivalent diffusivity DEQ calculated
from Eqs. (2) and (9). In order to measure the concentration pro-
file, we have defined the number of bins nB, which are the spans of a
specific length and contain the atoms within. Initially, the free ions
NEQ are scattered randomly within the medium, which fairly gener-
ates a uniform distribution. Hence, the average number of ions N̄ in
each bin would simply be

N̄ =
NEQ

nB
. (27)

Regarding the voltage boundary condition, VEQ in the atom-
istic scale is obtained from Eq. (8). Since the larger scale experiments
were performed galvanostatically for a significantly long period of
time (> hrs), the initial transition period for the buildup of the
voltage can be approximated as having negligible effect and the
quasi-steady state equivalent of the voltage VSS for the applied cur-
rent density iSS has been chosen. In other words, during the steady
state operation,

iSS ∝ VSS,

where the constants iSS and VSS are considered as the boundary con-
ditions of the larger (i.e., continuum) and smaller (i.e., atomistic)
scales.

Applying the equivalent voltage VEQ obtained from Eq. (8), the
electric field E is generated in the domain of diffusivity DEQ. Hence,

VEQ(lEQ) = V0.

Subsequently, the coarse grained model is run based on
Eqs. (10) and (11). In this regard, for the ions reaching the electrode
surface, the periodic boundary condition (PBC) is applied, which
means that for any reduction reaction (i.e., losing an ion), an oxi-
dation reaction occurs on the counter-electrode (i.e., adding an ion)
and ensures charge conservation. The periodic boundary condition
PBC has been implemented as follows:

⎧⎪⎪⎨⎪⎪⎩
yi > lEQ, yi = rem (yi, lEQ),
yi < 0, yi = lEQ − rem (∣yi∣, lEQ), (28)

where rem stands for the remainder after dividing to the medium
scale lEQ. Similarly, the PBC applies to the horizontal ionic position
xi as well.

Using the simulation values in Table III and simulating the
movements for each segmentation ¶tEQ, the number of atoms in
each bin iB varies and is recorded. Due to stochastic variations in
the bin values iB, non-linear fitting has been performed to estimate
the concentration profile as a linear distribution.

The simulation continues until the 99% convergence criterion
as follows:

NnB −N1

2N̄
≈ 99%, (29)

which is the atomistic version of convergence for the criterion
defined in Eq. (26), assuming full depletion in the steady state
condition.
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Figure 10(a) illustrates the transient dynamics at the electrode
interface from both continuum and atomistic perspectives. In addi-
tion, Fig. 10(b) shows the evolution of the concentration profile in
these two scales, where the normalized time t̂ is the ratio of the spec-
ified time during the transition to the convergence time tc ( t̂ = t/tc).
In addition, the normalized concentration (i.e., Ĉ = C/C0) and the
voltage (V̂ = 1) are defined.

Hence, to summarize, the governing relationships for the
dynamics of the continuum and atomistic scales are given in the
following:

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
Continuum:

∂C

∂t
= D0

∂
2C

∂y2
,

Atomistic: ¶r =
√
2DEQ¶tEQĝ +

DEQe

kBT
E¶tEQ.

During formation and relaxation, while the concentration map
for the continuum scale gets updated, the concentration map for the
atomic scale is obtained via dividing the space into a finite number
of bins, and the number of ions in each bin gets updated in time.

B. Relaxation of ∇C

When the voltage is turned off, the concentration gradients in
both scales start to vanish, which is explained separately in the larger
and smaller scales in the following.

1. Continuum (∼ ¾m)

The relaxation of the concentration profile occurs with the
dynamics as described in Sec. IV A 2, except that the initial condi-
tion is assumed to be the full depletion at the electrode surface (i.e.,
0), which leads to the concentration of 2C0 on the other side due to
mass balance; hence,

C(y, 0) = 2C0

l
y. (30)

The boundary during relaxation is simply the blocking elec-
trode, since there is no voltage V (and current i), and any ionic flux
will not exist,

∂C

∂y
(0, t) = ∂C

∂y
(l, t) = 0. (31)

The convergence condition has been assumed as the 5%
threshold of reverting back to the uniform concentration, as follows:

C0 − C(0, t)
2C0

≈ 5%. (32)

2. Atomistic (∼ nm)

Similarly, the relaxation of the concentration profile in atom-
istic scale occurs with the same dynamics as shown in Sec. IV A 2,
except under the condition below.

The initial condition is assumed to be the full depletion at
the electrode surface, which contains the concentration 2N̄ on the
counter-electrode side; hence,

NiB = 2
iB

nB
N̄, (33)

where NiB is the number of ions in the bin indexed.
For the boundary condition, the simulation has been performed

for the span of iB = 2, . . . ,nB − 1 and, since there is no ionic flux
in the boundaries, the boundary conditions are simply identical to
those of the blocking electrodes, with no concentration gradient, as
follows:

N1 ∶= N2, NnB ∶= NnB−1. (34)

For convergence, the ionic movement during relaxation will
occur only due to diffusion (¶rD), and finally, the convergence cri-
terion is similarly expressed as the 5% threshold of reverting back to
the uniform concentration, as follows:

N̄ −N1

2N̄
≈ 5%. (35)

Figure 11(a) illustrates the temporal relaxation of the con-
centration gradient in both continuum (>10−3m) and atomic(>10−7m) scales. In addition, the profile variation of the concentra-
tion gradient at various times is shown in Fig. 11(b).

V. RESULTS AND DISCUSSIONS

The very close correlation of the formation in the normalized
concentration gradients �Ĉ [Figs. 10(a) and 11(a)] and its value
Ĉ [Figs. 10(b) and 11(b)] suggests the direct harmony between
the larger-scale continuum and smaller-scale atomistic frameworks,
which occurs to be in the order of charging time regime for the bat-
teries (i.e., >h). In this regard, the projection of the profile in the
atomistic paradigm is due to the finite number of bins where the ions
can randomlymove from one bin to another. Such Brownianmotion
can induce heterogeneity (i.e., sharp variation) in the obtained
concentration profile. Conversely, in the continuum paradigm, the
very large number of ions (i.e., Avogadro-scale) leads to averaged
movements, forming a smoother profile.

While the main drive for the formation of concentration gradi-
ents in the experimental (continuum) scale is the current density of
the boundary i, the drive in the simulation (atomistic) paradigm is
the equivalent voltage-based electric field, which has been measured
from the experiments (V > i). In fact, the mass balance relationship
of the ions in the vicinity of the electrode would be

Out > In − ¶C, (36)

whereOut is the depletion of the ions from the boundary (current i),
In is their supply to the electrode (diffusion), and ¶C is the respective
change in the electrode surface. In fact, initially, the abundance of the
ions will make the transition reaction limited as

Out > −¶C, (37)

while later on, the supply of the ions gradually increases and, in the
steady-state condition, becomes comparable with the depletion rate.
Hence,

Out > In. (38)

Regarding the transition dynamics toward the steady-state con-
dition, the ions need to be transported from the bulk solution and
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FIG. 10. Correlation between the continuum and atomistic scales during the formation of concentration gradients. (a) The transient evolution of the concentration gradient in
the continuum (blue) as well as in the equivalent simulation (red) scales. (b) The evolution of the concentration profile in the half cell at different time lapses as a fraction of
the convergence time in both continuum (solid) and atomistic (dashed) scales.

later deposited on the interface of the reaction sites. Since these two
events occur in series, the rate of the electrodeposition will be deter-
mined by the event of smaller pace. Hence, the charging (reaction)
rate will determine the dominant factor as follows:

⎧⎪⎪⎨⎪⎪⎩
Slow charging (JRxn < JDiff), reaction limited,

Fast charging (JRxn > JDiff), diffusion limited.
(39)

An interesting combination of reaction-limited and diffusion-
limited formation occurs during the pulse charging, which can be
imagined as the periodic application of DC. Therefore, the periodic
formation of a concentration gradient, followed by the relaxation
process, is expected. The applied pulse period could get short enough
such that a smaller-scale transient concentration gradient forms
(i.e., reaction-limited), while the larger-scale concentration pro-
file (i.e., diffusion-limited) gets established gradually. Such a dual-
diffusion layer has been observed in pulse electrolysis,53,57 where
the applied pulsating frequency oscillates the smaller-scale con-
centration profile, while the larger-scale counterpart remains fairly
intact.

From a broader perspective, the reaction on the electrode dur-
ing charging is imposed by the applied external voltage �V , which
is of an electrical nature. On the other hand, its response is the
formation of the concentration gradient �C, which has a physical
nature. While these two events occur concurrently, they differ in the
transition time and formation scale, as summarized in Table V.

One can notice that diffusional displacements in both atomistic
and continuum frameworks are correlated with

√
D¶t, and in order

to computationally afford such a long time interval, sinceDEQ j D0,
one must have ¶tEQ k ¶t0. In addition, in order to generate concen-
tration gradient during charging, the electromigration term needs to
be competitive with the diffusion term to a certain extent, which has

been taken with 10% efficacy [Eq. (13)]. Taking that efficacy as 10%,
Eq. (15) provides the lower limit for the simulation time interval ¶tEQ
as follows:

¶tEQ >>
0.02
DEQ
( lEQ

VEQ

kBT

e
)2,

which turns to be (¶tEQ > 287s) for the data given in Table III,
although in total, the diffusional displacements in the atomistic
framework still remain smaller than those in the continuum version,

(√2D¶t)
Continuum

k (√2D¶t)
Atomistic

,

and the reduction of the diffusivity (D0 → DEQ) at the expense of
increasing time segmentation (¶t0 → ¶tEQ) gets justified.

Needless to mention, for the particular electrochemical system
composed of reactive electrode metals (i.e., lithium Li and sodium
Na) and the organic electrolyte, the additional solid electrolyte inter-
face (i.e., SEI) forms at the electrode surface, which is an ionically
conducting and mechanically separating porous organic network.
Therefore, they could affect the diffusivity D during the last stage
of electrodeposition relative to the bulk electrolyte, as the reactant
ions must additionally penetrate through themicrostructure. Hence,
two media with distinguished diffusivities, DSEI

79 and DBulk, could
be considered during the charge transport. The SEI per se is com-
posed of the organic (from the electrolyte) and inorganic (from the
electrode) compartments.80–82

However, for the generalized case of electrode/electrolyte inter-
action, as in this study (Cu electrode with CuSO4 in water elec-
trolyte), a significantly thinner oxide layer forms the interface via
a reaction with the oxygen in the solution. The typical scale of such
a layer for copper Cu is >2 nm,83 and compared with the common
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FIG. 11. Dynamics of the concentration gradient during relaxation in both scales. (a) The transient dynamics of the concentration gradient �Ĉ during relaxation, in the
continuum (blue) and in the equivalent simulation domain (red). (b) The profile of the relaxation of the concentration gradient in half-cell (0 < x̂ < 0.5) at various times, in
both continuum (solid) and atomic (dotted) scales, before the convergence to the steady-state threshold.

TABLE V. Layers involved during formation/relaxation.

Medium Formation/relaxation rate Nature Drive

Double layer Fast Electrical Reaction
Boundary layer Slow Physical Diffusion

scale of the SEI microstructure as >20 − 70 nm,84,85 its effect could
be considered negligible.

In addition, while the smallest measured experimental branch
and inter-branch scales [Figs. 9(c) and 9(d)] lie in the range of
>500 nm and >100 nm, the typical scale for the equivalent atom-
istic simulation is >Å, which means that the established simulation
paradigm can project into a well below scale than the smallest possi-
ble experimental measurements. Such amapping-down is important
since most of the concentration and voltage drop occur in the very
close vicinity of the branch surface (i.e., space charge region31,86),
while the experimental observation falls short for zooming-in, below
a certain scale.

Finally, the development of the smaller-scale equivalent frame-
work (atomistic) for the larger scale event (continuum) in this work
has been performed for a simplified electrochemical setup, which
includes a domain of a certain scale l, the solution of a certain
diffusivity D, and imposing a certain voltage V , and excludes addi-
tional effects such as the initial transition period and the role of
microstructure, particularly on the diffusivity.

VI. CONCLUSIONS

Acknowledging the scale gap between the experiments and
simulations, we have developed an electrochemically equivalent sim-

ulation paradigm of the smaller scale (> nm) for an experiment of
the larger scale (> mm), in terms of dynamics of formation and
relaxation of the ionic concentration. The new framework contains
the equivalent length scale lEQ, diffusivity DEQ, and voltage VEQ,
where the underlying physics for obtaining each parameter has been
established. The harmony of the dynamics between the experiments
and simulations has been verified via time-matching of the for-
mation and relaxation of the concentration profile in the sample
computation. The results could be useful for projecting the dynam-
ics of the prescribed experiments and particularly estimating the
transition period to the steady-state regime of operation.
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NOMENCLATURE

C0 Bulk concentration (molm−3)
DEQ Equivalent diffusion coefficient (m2s−1)
D0 Diffusion coefficient (m2s−1)
E Electric field strength (Vm−1)
F Faraday’s constant (Cmol−1)
i Current density (mA. cm−2)
kB Boltzmann’s constant (JK−1)
lEQ Simulation domain length (nm)
l0 Inter-electrode gap (mm)
VEQ Equivalent voltage (V)
V0 Applied voltage (V)
xI Thickness of the space charge region (¾m)
z Valence of ions ([])
¶p Thickness of the inner diffusion layer (¾m)
¶s Thickness of the outer diffusion layer (¾m)
¶tEQ Simulation time scale (s)
¶t0 Experimental time scale (s)
· Permittivity of solvent ([])
·0 Vacuum permittivity (e2eV−1Å−1)
½D Debye length (nm)
¾ Ionic mobility (m2s−1V−1)
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